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Introduction
Neural Architecture Search (NAS) streamlines and systematises

the design of high performance neural networks. Zero-cost met-

rics have emerged as a low-latency approachwithin NAS, enabling

the prediction of a trained network’s performance by probing it at

initialization. In this paper, we consider how compressibility and

layer-wise partitions can explain and extend a number of existing

metrics. Drawing from these insights, we produce two novel met-

rics that achieve state-of-the-art (SOTA) results.

Gradient Centric Compressibility (SSNR)
Many metrics [1] sum up the saliency (importance) scores of the

parameters of a network, which discards potentially important sta-

tistical information. ZiCo [2] stands out as a method that goes

beyond mere saliency aggregation.
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Where Θ are the parameters of the network, which are parti-

tioned by the layers. We frame ZiCo as a measure of gradient

compressibility over data samples. The intuition is that a high-

variance gradient is suggestive of poor training dynamics that are

dominated by a small subset of the inputs. Motivated by the in-

sight that compressibility over the data plays an important role in

network performance, we ask whether compressibility over the

parameters also proves insightful. Intuitively, if two networks

have similar saliency sums, the one whose parameters have more

diverse scores has a better chance of being successfully pruned.

Therefore, we propose the Saliency Signal-to-Noise Ratio (SSNR):
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Where S denotes any parameter saliency score, as opposed to

the saliency instance considered by ZiCo, S = |∇L|. Motivated
by the Conservation of Synaptic Saliency [3] and ZiCo’s formula,

we separately calculate the SNR for each layer of the network. But

can this notion of layer-wise compressibility be applied beyond

just saliency score to also probe activation patterns?

Combining Gradient and Activation Centric
Compressibility (T-CET)
An existing metric, NASWOT [4], alreadymeasures the compress-

ibility of activation patterns over the data:

NASWOT = log |K|
Where K is the Gram matrix of the activation patterns. However,

we observe that NASWOT might too be improved through layer-

wise partitions. As such, we generate a separate Gram for layer’s

activation patterns and sum their log-determinants:

Layerwise NASWOT =
∑

l log |K l|
Motivated by their differences, we combine the layer-wise mea-

sures of activation and gradient compressibility via a dot product:
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Results
SSNR and T-CET outperformed SOTA metrics across a va-

riety of search spaces. For example, in NASBench-201 [5]

taking SNIP’s signal-to-noise ratio (SSNR) far outperformed

simple aggregation (SNIP):

Synflow[3] SNIP[6] ZiCo[2] ZenScore[7] NASWOT[4] SSNR T-CET

CIFAR-10 0.54 0.46 0.61 0.29 0.58 0.68 0.69

CIFAR-100 0.57 0.46 0.61 0.28 0.62 0.65 0.65

ImageNet 16 0.56 0.43 0.60 0.29 0.60 0.63 0.62

Table 1. Kendall-tau correlation between different zero-cost metrics and model accuracy on NASBench-201.

SNIP is used as the saliency score for SSNR and T-CET.

In the practical setting of the ZenNAS search space, T-

CET outperformed all the other proxies in identifying high-

performance architectures:

Random Synflow ZiCo ZenScore NASWOT TE-Score[8] T-CET

CIFAR-10 93.5 95.1 97.0 96.2 96.0 96.1 97.2

CIFAR-100 71.1 75.9 80.2 80.1 77.5 77.2 80.4

Table 2. Top-1 Acc. % for zero-cost proxies on ZenNAS Search-Space. Budget: model size N<1M. SNIP is

used as the saliency score for T-CET.
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